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Abstract 

This study investigated the classification fairness at the threshold level of four commercially available AI detection 

tools on the Internet: Copyleaks, ZeroGPT, Scribbr, and Quillbot Premium. The research included the submission 

of three distinct chunks of texts (N=1212) of between 400-5oo words for evaluation. The writing texts came from 

fully AI-generated examples (N=307), prompted between 2024 and 2025, and published human-written texts 

(N=302), and ESL graduate student texts (N=303) written before 2021. The texts were analyzed using binary 

classification thresholds to determine how the three free devices (Copyleaks, ZeroGPT, Scribbr) and the one paid 

service (QPremium) performed when checking for potentially AI-generated material in each of the writing 

examples. The study employed a performance metrics to illustrate the issue with threshold application in such 

devices. The research included the use of the Chi-square test of independence as well as other inferential statistics 

to assess inter-detector consistency and potential bias patterns. The results indicated that such devices perform 

well in identifying AI-generated text written artificially; however, significant disparities emerged in the 

misclassification of human texts. In particular, AI detectors disproportionally flagged ESL writing with false 

positives. Such findings illustrate the importance of such fairness audits in assessing the linguistic sensitivity in 

such tools, especially in the educational setting, where misclassification can have academic or reputational 

consequences.  
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I. INTRODUCTION 

With the advent of AI technology, an increasing number 

of educational institutes report problems associated 

with students submitting assignments created or 

written by artificial intelligence. In turn, this threat to 

academic integrity has compelled educational 

institutions and teachers in general to depend on AI-

detectors to counter the problem. In a survey of articles 

about this problem in the USA and UK, Anara (2005) 

found that over 70 percent of schools at all levels may be 

turning to the use of such devices out of a desperate 

attempt to halt student cheating [1]. In Europe and Asia, 

the concern and tendency for educators to fight the 

unethical use of AI engines with AI detectors has been 

pretty much the same [2], [3]. The Ashai Simbun 

reported in 2024 that while many Japanese educators 

understood the limitations of such detectors, they saw 

them as the last defense against the increasing problem 

of students misusing AI for assignments [4]. However, 

while some institutions have ambiguous polices that 

allow learners to use ChatGPT engines, they have little 

to say about the use of detection tools to curtail potential 

misuse of AI technology. As a result, teachers lack the 

proper training or comprehension of how such tools 

work to actually employ them properly [5]. 

 Many studies continue to show troubling trends. 

One problem concerns the misunderstanding that many 

educators have regarding the nature of such machines; 
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that is, these devices are probabilistic and not actual 

indicators of a learner’s possible guilt. Institutions can 

correct this problem through proper training and policy 

development [6]. The second problem revolves around 

how such detectors function, which is the concern of this 

study. Growing research indicates that such tools are 

programmed algorithmically in such a way that they 

produce far too many false positives or false negatives 

to be used to judge learner outcomes [7], [8], [9]. 

Furthermore, several studies now indicate that such 

technology may be unintentionally biased toward ESL 

writing [10], [11], [12].   

As of 2025, there appear to be at least 50 

commercially available detection tools on the market 

that vary according to the type of detection (text, images, 

video, and multimedia) and in terms of detection 

methodology (linguistic heuristics), audience 

(education, publication), as well as transparency and 

reliability. While there has been some small regulatory 

pressures for change and improvements in the accuracy 

of such devices, overall, only a few of these companies 

have published validation studies, and even fewer offer 

transparent evidence that have addressed the concerns 

of ESL bias [13] A few companies in the industry have 

attempted to respond to such concerns [14], [15], but 

only superficially and without independent verification.  

Since the pedagogical risks are high, the public 

at large, and educators specifically, must continuously 

view such corporate internal evaluations with healthy 

skepticism. The evolution of AI technology, combined 

with the multiple ways to assess such profit-making 

tools, will drive a need for further research. As the 

industry offers many detectors that include a host of 

manipulative features that can change over time, this 

will necessitate independent corroborative research. 

Consumers, for example, should find it noteworthy 

when a new detection service claims that other 

competitive devices on the market produce false 

positives while their service does not [16]. Educators, in 

particular, must be concerned with how accurate and 

fair such tools are in assessing whether students 

generate assignments with AI technology. Thus, there 

remains a continuous need for accuracy and fairness 

studies concerning such detection tools. This paper aims 

to conduct a fairness audit of four available detectors on 

the market that may misclassify ESL text as AI-

generated when it was not. 

 

1.1 About Fairness 

As a matter of fairness, this study is primarily 

concerned with identifying who is impacted when 

educators employ AI tools to evaluate student 

assignments. In general, fairness refers to the equitable 

treatment of learners regardless of their linguistic 

background, proficiency level, or writing style [17]. In 

this context, fairness is a multi-dimensional concept 

associated with proper statistical analysis, structural 

transparency, contextual impartiality, and educational 

equity. Such tools should minimize any disparities (such 

as false positives) across all subgroups. Ideally, such 

tools require contextual sensitivity in which their 

features do not penalize for linguistic differences. 

Fairness also requires full and open transparency in 

terms of defining the thresholds and providing 

reproducible metrics in the performance of such 

machines. In the learning environment, fairness means 

that such devices should not result in disproportionate 

harm to the student, such as severe discipline or 

reputational damage [18]. This paper investigates the 

threshold levels of four machines to confirm or reject 

the following hypotheses:  

H0: The proportion of human-written texts 

misclassified as AI-generated is the same across 

all four detectors. 

The alternative hypothesis is:  

H1: The proportion of ESL texts misclassified as 

AI-generated is higher than other texts, while 

scores differ across all four detectors.  

A confirmation of the null hypothesis (H0) would mean 

that any observed differences in false positives (FP) 

would be due to random variation and not intentional 

bias. On the other hand, a rejection of the null hypothesis 

and confirmation of the alternative hypothesis would 

provide evidence that such tools can misclassify ESL 

texts that results in unfairness.     

1.2 Understanding AI Detectors 

As already noted, commercially available AI 

detectors come in various types and serve different 

purposes. While consumers may be naturally confused 

about which to adopt, the important point is that no such 

device can predict or verify the absolute truth as to 

whether an element of writing is AI or human-generated. 

These are probabilistic machines that measure a 

number of features such as perplexity, burstiness, 

repetition, semantic richness, entropy, idiomaticity, and 

syntactic variety (just to name a few). The definitions of 

these features derive from a cross-section of theories 

such as Computational Linguistics, Natural Language 

Processing, Machine Learning, and Information theory 
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[19]. While there are many features, Fig. 1 below shows 

four key features that relate to this study. 

Feature Definition Analyzed at How measured 

Perplexity Language model 

confidence in 

predicting word 

sequences 

Word or 

sub word level 

Averaged across the entire text. Lower 

Perplexity = more 

Predictability. 

Syntactic 

Complexity 

Level of  

sentence  

structure 

Clause & 

sentence 

level 

Uses dependency graphs to assess the 

use of 

Subordinate clauses or 

modifiers 

Semantic 

Richness 

Depth and diversity 

of ideas 

Despite 

Syntactic 

complexity 

Phrase and 

sentence 

level 

 

Embedding models that assess 

meaning by phrase coherence and 

sentence level 

 

 

Lexical 

Diversity Variety of unique 

words in a text 

Word-level & 

document-level 

Uses Type-Token Ratio (TTR) counts  

unique words versus total words 

across 

entire text 

Fig. 1: Four Features Commonly Measured and Classified by AI Devices 

 

As Fig. 1 above shows, these features are 

measured at multiple levels (from word to document), 

then transformed into a classification model, piped into 

algorithms and thresholds that provide a probability 

score as to their origin (either human or AI-generated). 

However, depending on the brand, the thresholds may 

be too rigid or uncalibrated for under-skilled or ESL 

writers [20]. Since ESL writers often use simpler clauses 

and repetitive vocabulary, this could sway the metrics at 

different levels. Furthermore, such devices may over- or 

underemphasize perplexity (which is why many studies 

focus on this issue) and misclassify authentic writing as 

AI-generated [21]. Finally, semantic richness is 

particularly sensitive to idiomatic phrasing and cultural 

context. A Japanese student might write the following 

sentence: Although my friend said John was smart, I was 

surprised to see how heavy John was. A detector might 

parse this sentence as syntactically complex 

(subordinate clause), but lacking diversity (John twice 

and was three times), and perhaps logically unclear, so 

that it is semantically poor [22]. In addition, it may miss 

the contextual use of the word “smart,” which can mean 

“thin” to some Japanese learners.  

Essentially, these devices act in a similar way to 

airport screening machines. Fig. 2 provides a basic 

conceptual model of the two levels of diagnostics that 

includes measurement systems of algorithms (the scan) 

and thresholds (settings). The full scan requires a four 

step process: (1) the raw data (blue); is inserted into the 

machine (2) the scanning (green) occurs with feature 

extraction (perplexity, lexical diversity) and then 

assigns as a score; (3) these scores are matched to the 

threshold settings (orange) and given a binary label; and 

(4) an output label of “likely” AI or human generated is 

delivered to the user [23]. As this detecting 

measurement system involves two levels of assessment 

(algorithms and thresholds), this means that problems 

can arise at either level or both. Problems at the 

algorithmic level can lead to structural bias depending 

on how well they are “trained” in classifying linguistic 

variation, such that errors can result in penalizing ESL 

writing. Even if a well-trained scan provides a reliable 

score on a feature, a poorly calibrated threshold (ie, a 

setting that is too high or low) could result in procedural 

bias that also misclassifies a text. The scope of this study 

is at the threshold level.   
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Fig 2: Conceptual Model of AI-detectors as Scanners 

 

II. LITERATURE REVIEW 

Gotoman et al. (2024) conducted a systematic literature 

review of 34 scholarly studies from three online 

databases in order to assess what the research found 

regarding commercially available detection devices [24]. 

They noted eight evaluative approaches, with the main 

three being concerned with accuracy, reliability, and 

fairness. The findings revealed that while many 

detectors achieved above 50% accuracy rates, in total, 

they remained unreliable. Most studies also indicated 

that paid or premium machines outperformed free 

versions. In terms of fairness, the consensus was that 

such imperfect tools should serve as supportive 

evidence and not as a final judgment. The authors 

concluded that such technology needed improvement in 

terms of transparency, fairness, and the strength of the 

measurement system. Selectively, the remainder of this 

review will discuss research that aligns with the aims of 

this paper associated with investigating how such tools 

may misclassify human text (especially ESL) as AI-

generated.  

While the research regarding AI text detection 

and ESL writing in the educational or multimedia 

context has expanded, much of it has focused on the 

algorithmic level. For example, Chaka (2023) reviewed 

17 studies by combining corpus analysis and qualitative 

synthesis to examine how such devices may be 

misclassifying authentic writing [10]. This evaluation 

revealed that structural uniformity in the devices 

triggered false positives in ESL writing, but it was 

concerned with fairness. The author advocated that 

educators should triangulate such tools with other 

devices, along with human judgment.  

Meanwhile, Liang et al. (2023) employed 

stratified sampling and cross-detector benchmarking to 

evaluate seven commonly used detectors on 40 TOEFL 

essays [11]. Their study found that these tools 

misclassified 61% of the ESL writing compared to the 

high accuracy of essays produced by native authors. 

This highly cited research revealed that such tools do 

indeed target linguistic variation common within ESL 

text. The Liang study maps well with this present study, 

which is concerned with semantic richness, threshold 

sensitivity, and stratified fairness auditing. 

Echoing some of the same concerns, Price and 

Sakellarios (2023) sampled 120 essays written by 

Japanese college students with several commonly 

available detectors [25]. Their research also found a 

high number of false positives, especially among lower-

skilled learners. They noted that such machines 

misinterpreted features such as lexical simplicity and 

syntactic repetition as AI-generated text, and that 

threshold levels varied widely among the devices. They 

further concluded that such misclassification can result 

in pedagogical risks to such learners. This aligns well 

here because it notes that fairness concerns are 

dependent on a complete evaluation of both levels of 

such detection systems.    

Percent Reported with Output 
Labels "likely" AI or "likely" 

Human Generated

Settings 
measured

Scanned 
features

Text first 
entered
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Li and Wan (2025) produced a large-scale 

empirical study using 483,360 student essays to 

benchmark classifiers with six detectors (3 English and 

3 multilingual) based on features such as perplexity and 

lexical richness [26]. The study employed Random 

Forest models and stratified sampling across academic 

fields, finding that at this algorithmic level, false 

positives occurred at a high rate in both categories, 

which would impact ESL writing. This study is relevant 

here because it analyzed several detectors, found data 

suggesting false positives that can be generalized, and 

suggested a need for adjustments. While this study 

implied potential problems in authenticating ESL 

writing, Pratama (2025) used similar devices to analyze 

300 scholarly abstracts from both native and non-native 

authors [12]. The results revealed that such tools 

disproportionally flagged ESL abstracts as AI-generated. 

In addition, the aim of the study was to improve 

educational integrity.  

Pudasaini et al. (2025) tested five detectors 

with 1,500 writing samples from academic, journalistic, 

and evasive LLM outputs (ie, camouflaged AI-generated 

text) [13]. Such a strategy is related to robustness 

studies rather than a fairness audit. With such testing, 

they indeed found that thresholds degrade under real 

conditions. While such a study centers around 

robustness and accuracy, its findings support fairness-

oriented research by showing how such devices 

perform weakly with linguistic variability in academic 

and multilingual writing samples.    

Together, these studies form a layered map of 

the linguistic feature analysis, the scope, the approaches, 

sampling, and methodology that can be used in studying 

such devices. For comparison, Fig. 3 below provides a 

summary of the review as each of the studies aligns with 

this paper. The present study builds on this foundation 

by integrating semantic richness and cohesion metrics, 

modeling threshold sensitivity, and visualizing bias 

through stratified confusion matrices as well as 

advancing a reproducible framework for ESL-aware 

fairness auditing.  

Study Scope 
Features 

Measured 

Sample Size & 

Type 

# 

Detectors 

Analyzed 

Approach Main Methods 

Chaka 

(2023) 
Algorithmic 

Grammar 

interference 
40 L1 & L2 essays 30 Fairness 

Comparison across 

platforms 

Liang et al 

(2023) 
Algorithmic 

Stylistic 

shifts, 

reviewer 

behavior 

91 TOEFL & 88 L1 

essays 
7 Adversarial 

Corpus-level estimation 

of LLM influence 

Price et al 

(2023) 
Thresholds 

Grammar 

confounders 

Japanese university 

12 essays 

5 Free 

detectors  
Fairness 

Manual vs. automated 

detection comparison 

Le & Wan 

(2024) 
Algorithmic 

Perplexity 

false 

positives 

480,000+ 6 Adversarial 
Inverse perplexity-

weighted ensemble 

Pratama 

(2025) 
Thresholds 

Detection 

metrics, 

disciplinary 

bias 

71 academic 

articles 
3 Fairness 

Accuracy vs. bias trade-

off analysis 

Pudasaini 

(2025) 
Algorithmic 

Paraphrasing 

robustness, 

evasion 

tactics 

6,000 human 

6,000 AI 

texts 

3 Adversarial 
Benchmarking detectors 

with adversarial inputs 

Lege 

(2025) 
Thresholds 

Threshold 

recalibration 

1212 

Stratified   texts 

(Japanese 

university context) 

4 (3 free, 1 

paid) 
Fairness  

Performance metrics, 

Stat. residuals 

Fig. 3:  Chronological Map of Key Studies on AI-Generated Detection 
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III. METHODS 
In terms of inputs, this study investigated and 

performed an interdependent fairness audit on three 

free versions of such tools (Copyleaks, ZeroGPT, and 

Scribbr) and one paid version (Quillbot-Premium) to 

compare and detect whether written texts (N=1212) 

were AI-generated or human-produced. These tools 

were selected due to ease of access, because they are 

marketed toward education and publications, and the 

research suggested low to moderate issues with false 

positives The writing examples consisted of chunks of 

texts (400-500 words) produced from three classes or 

groups: actual AI-generated texts (n=307), portions of 

scholarly published articles (n=302) available on the 

internet that predate the arrival of Open AI technology, 

and sections of text from ESL theses (n=303) written at 

Nagoya University in Japan prior 2021. Thus, with a 

100% grounded truth value, this study employed 

descriptive and inferential analysis to audit the 

performance of fairness in four AI tools that many 

educators presently use to evaluate student writing.  

Articles by Chaka (2023) and Gotoman et al. 

(2024) uncovered at least seven methodological 

approaches to the study of such devices, including 

adversarial tests, accuracy and error analysis, content 

obfuscation sensitivity, cross-domain generalization, 

fairness audits, human-AI discrimination, and 

watermark detection. The approaches to such studies 

are typically divided between adversarial (the why and 

how) or a fairness (who is impacted and why). As the 

column on the scope shows in Fig. 3, several known 

studies have explored similar risks with such devices, 

but looked at either algorithmic scanning or the 

threshold settings. Ideally, both should be done to 

ascertain a full understanding of the problems 

associated with such devices, but practical 

considerations restrict such studies to a single approach. 

While two of the studies did look at threshold 

levels (Price et al. and Pratama), they relied on 

descriptive statistics to explore who was impacted, but 

did not conduct performance metrics to address why 

this occurs. This present study expands beyond the 

typical fairness study by investigating why such devices 

may be misclassifying scores.  Typically, the adversarial 

approach incorporates methods to investigate technical 

weaknesses with the scan (robustness) rather than 

social vulnerabilities (as to who is impacted) [26]. 

However, when the case involves unintentional bias, 

then a fairness audit might be of use to probe how a 

threshold can fool a device when settings err when 

scoring demographic groups [27]. Such threshold 

instability can result in misclassification and occurs 

when there is over-reliance on algorithmic features that 

may be exaggerated, flawed, or biased. Though the 

scope of this study cannot fully explore the scanning 

level (algorithmic features), inferential statistical 

analysis will provide clues as to potential problems at 

that level.  

Going back to the airport scanner analogy, if any 

of the pixels within the lens (algorithmic features) are 

smudged or misaligned, then this could result in a 

blurred image or misleading result (threshold score). In 

this instance, each lens represents one algorithmic 

feature set. If the scan distorts the scan of any feature, 

then the algorithm bias the threshold scoring. Such 

distortion occurs due to poor designing, training, or 

functioning of the algorithms and is equivalent to a 

coarse or grainy quality in the scan. This, in turn, can 

result in algorithmic bias. Meanwhile, the threshold 

slides up and down between sensitivity and specificity 

settings that bring a macro or global view of the features 

[28]. Thus, as a scanner device requires care and 

calibration, AI-detectors need properly selected 

features to make fair decisions, particularly with ESL 

texts.  

The methods applied to assist with a fairness 

audit at these two levels fall under the toolboxes of 

recalibration (of thresholds) and stylometric profiling 

(of the algorithmic features) [29]. The main focus in this 

study is recalibration. As Bellamy et al. (2019) noted, 

recalibration methods involve post-hoc techniques that 

assist in showing the strengths and weaknesses of a 

device while adjusting the scores of probabilistic 

classifiers (such as detectors) to show possible 

improvements in correct evaluations [30]. As a form of 

reverse engineering, investigating threshold calibration 

helps to identify unfair outcomes, such as false positive 

rates. This first level of investigation involves using a 

confusion metric to help show potential 

misclassification, performance metrics to identify 

optimal thresholds, a Levene’s Test to justify whether 

threshold instability exists, and a Chi-square analysis to 

establish statistical justification that there is significant 

misclassification across the three groups.    

 With the assistance of this recalibration 

approach and inferential statistical analysis, residual 

data will provide clues that problems exist at the 

algorithmic level, thereby hinting at the reason for the 

outcome errors. As an example, the study examines four 

linguistic traits to understand which stylometric signals 

may be unintentionally causing bias. The four features 

include perplexity, syntactic-semantic complexity, and 
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lexical diversity in educational equity. While there are 

indeed many features, these four are selected because 

they align with the four aspects of fairness (perplexity to 

statistical analysis, syntactic-richness to structural 

transparency, semantic complexity to contextual 

impartiality, and lexical diversity to educational equity) 

[31]. Furthermore, these features are relevant because 

research indicates that ESL writing diverges from native 

writing with all four, and they since they allow for a 

visual quantification of where the detectors may be 

misclassifying due to linguistic bias [32]. Thus, the 

bridge from recalibration or threshold tuning to 

stylometric analysis allows the study to help educators 

see the limitations in such devices to ensure that they 

are applied equitably across diverse writing populations. 

  The recalibration analysis first incorporates 

descriptive raw data in the form of a contingency table 

to assist in showing the averages, mean scores, and 

standard deviation in the three submitted forms of 

writing (AI-generated, published text, and student text), 

which helps identify who is most likely affected by such 

misclassifications. A Levene’s test was used to check the 

significance of some of the variances of the standard 

deviations. The next step includes the use of 

performance metrics to illustrate the impact of 

thresholds in assigning false positives in both the raw 

data and with recalibration.  The study follows with a 

Post Hoc Chi-square test to compare the significance of 

the assignment of false positives by each of the devices. 

To strengthen the results of the Chi-square comparison, 

the study includes a standardized residual test that hints 

the problem is not simply at the threshold level but is 

occurring at the algorithmic level (that is, the why), and 

such misclassifications may be occurring.  

IV. RESULTS 
The recalibration approach provides insight into how 

such mechanical devices use thresholds for 

classification. Using raw data, descriptive and 

inferential statistics, and adjustments to the threshold, 

it is possible to reweigh prediction probabilities and 

visualize who may be affected by such scores. With the 

help of a confusion matrix, performance metrics, 

Levene’s Test, and Chi-square, the study will establish 

that ESL writers were most likely to be given a false 

positive score with such tools. Alone, such a method can 

assist with aligning outputs that improve FP parity. The 

assistance of a standard residual test will hint that the 

reason why such scoring occurs may be found at the 

feature or scanning level as well. 

Table 1 represents a form of contingency table 

or summary matrix showing all the raw data collected 

from the results of the devices as they were assessed for 

AI-generation. Here, if any device scored a text (even 

1%), then it is listed as being flagged for AI. Each 

machine evaluated 1212 texts (307 AI-generated, 302 

published texts, and 303 ESL texts). As the table shows, 

all the machines detected automated texts correctly 

(scores ranged 88-100%), suggesting a large number of 

true positives (TP). On the other hand, these tools 

flagged published text 33.6% of the time (406/1208) 

and, more importantly, ESL text at 69.9% (809/1212). 

Though not shown, the range for the actual scores for 

each text was 88-100 for AI-generated text, 1-32 for 

published, and 1-52 for ESL, indicating a strong true 

positive rate for the AI texts, and some degree of false 

positive assignment for the human written texts.    

Table 1: Summary Matrix of Raw Data across Four Devices Flagging for AI-generation 

Tool Binary # Flagged Scores 

 AI-text (TP) Published(FP) ESL (FP) Total 

Copyleaks 307/307 127/302 232/303 1212 

Zero 307/307 104/302 219/303 1212 

Scribbr 307/307 101/302 211/303 1212 

Q-Premium 307/307 74/302 177/303 1212 

Totals                    1228/1228 406/1208 809/1212  

 

Continuing with the presentation of the raw 

data, the apparent disparity between the strength of the 

devices in terms of recognizing AI-generated text while 

struggling with some aspects of identifying human texts 

justifies further investigation. Because the human-

generated texts predate the onset of commercially 

available AI technology, the observed texts have a 

grounded truth value of 100%. Even though the actual 

threshold settings for the devices are unknown (could 

be set between 20-80%), as this tends to be proprietary 
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information, having a strong grounded truth value 

(knowing that observed values are true) is critical to 

building performance metrics [33]. 

           At this stage, the main disparity in the raw data 

between the two human texts hints at potential bias 

toward ESL writing. The fact that such tools flagged 

published texts with actual false positives (33.6%) at all 

is surprising, but the more than double rate of labeling 

ESL (69.9%) raises even further concerns. This disparity 

exhibits a systemic fairness issue, suggesting that many 

of the current detection models on the market may 

incorrectly conflate linguistic variations in writing 

differences. Such findings reinforce the need for an 

evaluation of their actual capabilities. The next step 

required an examination of the raw continuous scores 

(1-100) of the devices assigned to each individual text to 

establish the extent of the difference in scoring between 

the two human-written texts. 

Table 2: Average of the Continuous (1-100) AI-Generation Scores per Writing Text 

Group # Articles Copyleaks Zero Scribbr QP 

AI-gene. 307 96.8 97.1 98.3 98.5 

ESL 303 17.2 15.6 15.4 9.4 

Published 302 3.9 4.5 5.9 3.1 

 

Table 2 above is a descriptive summary of the 

average continuous scores that each of the devices gave 

after submitting them for AI evaluation. As the table 

shows, all four devices largely detected the actual 

veracity of AI-generated texts (true positives), though 

imperfectly. Each of these devices appears quite capable 

of identifying true positive scoring for AI-text, with 

Copyleaks performing the weakest, with scores 

averaging 96.8% and Q-premium the best at 98.5%. 

Since these devices were not perfect, this raises a 

question as to the acceptable amount of error (true 

negative) that would be acceptable. Typically, such an 

acceptable error rate would depend on the purpose of 

use and could be less than 2-5% in terms of legal or 

policy development or for defending academic integrity 

[34]. The average for true negatives (TN) for the AI-texts 

in this instance ranged between 1.5 (Q-premium) and 

3.2 (Copyleaks), which is calculated by subtracting the 

average scores from 100. Therefore, the error rate here 

(total TN average of all four devices), while questionable, 

is within the standard acceptable margin at 2.34%. Thus, 

such a device appears strong at correctly identifying AI-

produced text, but there could be some issues.  

However, Table 2 also shows that the average 

amount of error or false positive rates (FP) for the 

human texts (published and ESL) shows averages above 

the acceptable rates. The range of averages for FP for the 

published texts is 3.1 (Q-premium) and 5.9 (Scribbr); 

meanwhile, the range of the average FP scores for the 

ESL texts is 9.4 (Q-premium) and 17.2 (Copyleaks). 

While all four devices assigned false positive (FP) scores 

for all of the human texts, there exists an obvious 

difference between how the tools evaluated the 

published texts (total average of 4.15 FP) and the ESL 

texts (total average of 14.4). As the table indicates, these 

devices scored the ESL with higher FP scores by 3-4 

times relative to the published texts. At this stage, more 

analysis is needed to confirm that the ESL texts were 

subjected to unintentional or systematic bias.   

Since the error rate of the FP for the published 

text (4.15) is closer to the TN averages of error for the 

AI-text (2.34%), a t-test is needed to understand more 

clearly if the devices are tagging published texts closer 

to the acceptable TN rate for the AI-generated texts. The 

results from a t-test compared the TN and FP rates 

across the four tools revealed a consistent 

misclassification bias with a difference between the 

means of 2.025. While the results did not reach an actual 

statistical significance of α = .05 level (t(3) = 2.66, p 

≈ .08), the magnitude of the difference in the mean 

average suggests a practical difference (keeping in mind 

that TN is an error even at the smallest rate). While 

these tools did flag some AI-text as human-written, 

though at small rates, they simultaneously over-flagged 

human texts that appear to disproportionally affect 

ratings for ESL writing.  Such findings support the need 

for recalibration, as current thresholds may be 

misaligned with linguistic diversity. A further look at the 

mean and standard deviation for each device may 

illuminate these differences.  
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Table 3: Mean Scores and Standard Deviations for the Continuous Scoring 

 AI-generated  ESL  Published 

 Mean SD  Mean SD  Mean SD 

Copyleaks 96.5 3.3  17.2 12.1  3.8 4.2 

Zero 96.8 4.5  15.6 13.7  4.6 5.1 

Scribbr 98.3 5.8  15.2 14.5  5.5 6.3 

Q-Pre 98.4 2.6  9.3 10.2  3.2 4.0 

 

 Table 3 above presents the mean scores and 

standard deviations for each device as they relate to the 

three different writing forms. As shown, the high means 

for the AI-generated texts, along with the tight 

clustering of the SDs, illustrate that these devices are 

quite adept at identifying when a text is fully AI-written. 

In contrast, such tools assign FP scores to ESL texts at a 

much higher rate than native published writing. The 

table shows much higher means (up to 17.2) and greater 

variability (SD 14.5) than with the published group, 

which indicates much lower means and smaller 

variability. In addition, for the three free versions that 

measured ESL writing, the SDs had a wider spread but 

were still more clustered than with the published text. 

When such tools show low SDs and high false positives, 

then this is an indicator of algorithms set toward rigid 

heuristics (targeting unusual grammar patterns, for 

example) [35].  In general, then, these descriptive 

findings raise questions about the accuracy and fairness 

of such detection tools in analyzing ESL writing 

outcomes.  

The lower SDs for the three free versions 

compared to their mean for the free versions (Copyleaks, 

Zero, Scribbr) show strong enough clustering of scores 

that AI may be unintentionally targeting ESL writing for 

two reasons. First, the means for the FP scores for the 

published text are small (in fact, closer to the means of 

true negatives for the AI-generated text). Second, the 

SDs show less clustering, which may suggess erratic 

classification rather than bias. Indeed, five of the 

standard deviations are greater than their means, 

suggesting either a statistical anomaly or something 

more subtle. The standard deviation for the Q-premium 

(10.2)  scores for the ESL texts was slightly higher than 

the mean (9.6), perhaps reflecting the possibility that 

premium models calibrate to be more sensitive to false 

negatives than false positives [11], [28].  

Furthermore, all the standard deviations for the 

devices that evaluated the published articles (4.2, 5.1, 

6.3, & 4.0) in Table 3 were slightly higher than their 

corresponding means (3.6, 4.6, 5.5, & 3.2). Essentially, 

this means that scores were smaller and spread more 

widely across the published texts group. Compared to 

the ESL group, the difference suggests several possible 

things, for example, a wider dispersion of scores due to 

variations in native writing skills, some form of internal 

calibration bias, or just a fluke. Thus, these variances 

between ESL and the native writers require an 

inferential test for significance. 

The present differences in the case of the larger 

SDs shown in Table 3 could suggest three main things. 

First, if the writer's scores actually show lower variance, 

this might suggest bias in the detection devices. Second, 

a greater variance might hint at inconsistent treatment. 

Third, if the variance is moderate, then this could reflect 

various subtleties, measurement error, or statistical 

noise. To clarify this issue, this study employed a 

Levene’s Test, often used in educational research, to 

assess the variance of differences across groups [36]. 

While such a test cannot isolate which of the groups 

(ESL or native) was subject to biased treatment, it can 

show that the variance of scores targeted at least one of 

the groups.      

Table 4: Results of Levene’s Test across the Four Devices for the ESL and Published Texts 

Device Levene’s F score p-value Interpretation 

Copyleaks 28.37 <.0001 Scores have significant variance  

Zero 31.22 <.0001 Strong evidence of unequal dispersion 

Scribbr 26.45 <.0001 Scores vary widely 

Q-Pre. 19.88 <.0001 Score shows a tighter but erratic spread 

 

https://dx.doi.org/10.22161/ijtle.4.5.5


Lege, Int. J. Teach. Learn. Educ., 2025, 4(5) 

Sep-Oct 2025 

©International Journal of Teaching, Learning and Education (IJTLE)                                                                                                  39 

Cross Ref DOI: https://dx.doi.org/10.22161/ijtle.4.5.5   

The results from Levene’s  Test in Table 4 

indicate a high degree of variance for at least one of the 

writing groups. This is a global test that signals one 

group may have a wider variance or spread in scores, 

but cannot identify which group. This test revealed 

significant variance differences between the two groups 

across all four detectors (F range: 19.88–31.22, 

p< .0001), indicating heteroscedasticity (variance is not 

uniform), which could imply potential fairness concerns. 

An F-score above 10 is considered quite high and, 

combined with a p-value of <.0001, suggests that overall 

score dispersion is unequal between ESL and native 

writers. Essentially, one group has more clustered FP 

scores relative to the other. While clustering suggests 

potential uniform bias, a wide spread in the scores 

implies an inconsistent application of the scoring when 

attempting to judge a text as A-generated. As such, when 

detectors show such inconsistency when assigning false  

Positives across devices, then this indicates systematic 

bias [12].   

By combining Levene’s Test with the higher ESL 

means and SDS, it becomes apparent that the devices 

allotted higher FP rates to this group. While such a 

variance measure in the raw data can signal instability 

in a tool, it cannot reveal how accurate or fair such a 

device may classify texts across different groups [37]. As 

such, the next step is to utilize performance metrics to 

evaluate the practical implications of the disparity found 

above. With the assistance of metrics such as precision, 

recall, and false positive rates, this stage will quantify 

the extent to which ESL writers are misclassified and 

assess whether the devices meet equitable standards of 

reliability and fairness.  

Table 5: Confusion Matrix for each Device using >30% Threshold 

Actual Devices and Predictability (AI or Human) AI>30% 

 Copyleaks Zero Scribbr Q-Pre 

 P-AI P-H P-AI P-H P-AI P-H P-AI P-H 

307 (AI) 307 

(TP) 

— 

(TN) 

307 — 307 — 307 — 

303 (ESL) 37 

(FP) 

266 

(TN) 

28 

(FP) 

275 

(TN) 

19 

 (FP) 

284 

(TN) 

2 

 (FP) 

301 

(TN) 

302  

(Published) 

1 

(FP) 

301 

(TN) 

— 

  

302 

(TN) 

1 302 

(TN) 

—  

 

302 

(TN) 

 

Table 5 provides the results of a standard 

confusion matrix set with an idealized threshold of 30%. 

While typically the standard for such machines is 

supposed to be 50%, such settings for commercial 

devices tends to be a trade secret and independent 

research can only infer such  threshold settings[38]. 

Since the raw data showed many scores less than 50%, 

the assumption is that these actual market tools were 

set somewhere between 20-50.% Recalibrating at the 

30% threshold, in this context, the classification occurs 

by designating all scores above 30% as FP. As the table 

shows, at the 30% threshold, all the detectors accurately 

identified the AI-generated texts as true positives (TP) 

with scores well above 30% (88-100). Moreover, only 

two of the published next showed a score over 30% 

(Copyleaks 32; Scribber, 32), which indicates that at this 

level the devices only misclassified two texts with a false 

positive. On the other hand, the devices misclassified 86 

of the ESL writing with false positives (Copyleaks, 37; 

Zero 27; Scribbr, 19, Q-premium, 2). 

As a form of descriptive analysis, the confusion 

matrix provides only limited insight into the four 

scoring classifications (TP, TN, FP, and FN). However, as 

Neeley and Englehart (2025) noted, this form of analysis 

helps to transition to an even more powerful metric that 

measures accuracy, precision, recall, specificity, and F1 

score [39]. These performance metrics normalize raw 

counts across group sizes and allow for meaningful 

comparisons between detectors, especially when 

assessing fairness toward the ESL writers. For example, 

precision helps quantify false positives, while recall 

ensures that AI-generated texts are detected reliably. 

Performance metrics also help audit the detector 

calibration, sensitivity, and bias, which is critical in any 

decision regarding their use, especially in education 

[40]. 
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Fig. 4 below highlights the essential formulas 

and meaning for these metrics as drawn from the 

confusion matrix. For example, when calculating the 

accuracy of the Copyleaks device, the numbers from the 

binary classification are plugged into the following 

formula: (TP +TN)  ÷  (TP +TN+FP+FN) to provide a 

value. After submitting the input values from the 

confusion matrix, the accuracy percent for Copyleaks 

would be 95.95% calculated from (307 +569) ÷ 

(307+569+37+0). Thus, the next step.  

Metric Analyzed  Formula Meaning 

Accuracy (TP +TN)÷(TP +TN+FP+FN) Overall correctness of the device 

Precision (TP) ÷(TP+FP) Number actually AI-generated 

Recall (TP) ÷ (TP+FN) Number of actual AI correctly identified 

Specificity (TN) ÷ (TN +FP) Number of actual Human texts correct 

F1 score 2  x (P x R)  ÷ (P +R) Harmonic mean that balances precision and recall 

Fig. 4: Clarifying Performance Metrics 

The total performance metrics for all four 

devices at a 30% threshold are presented in Table 6 

below. Most notably, the free versions showed lower 

scores in all the major categories relative to the 

premium. That is, they were less accurate, less precise, 

given to assign more FP, and were less balanced (again 

suggesting thresholds were not set at 50%). The recall 

for all devices was 100% indicating that such tools could 

identify an actual AI-generated text at this threshold (no 

false negatives). The term specificity refers to the degree 

to which the devices recognized when a text was 

actually human-generated, and here, Q-premium scored 

the highest at 99.68% while Copyleaks lagged at 93.98%. 

The F1 score establishes the degree of balance or 

harmony between precision and recall. As Table 6 

shows, the Q-premium was more balanced (99.34%) 

than the free versions, suggesting their thresholds may 

be set between 30-50%.  

Table 6: Performance Metrics for all Four Detectors 

Tool Accuracy Precision Recall Specificity F1 score 

Copyleaks 95.95% 89.2% 100% 93.98% 94.29% 

Zero 96.77% 91.84% 100% 95.82% 95.73% 

Scribbr 97.56% 94.17% 100% 97% 97.44% 

Q-premium 99.78% 99.35% 100% 99.68% 99.34% 

 

 At a 30% threshold, the performance metrics 

above demonstrate that while all four tools exhibit 

strong capability to identify actual AI-generated texts; 

however, there remains some variability in the 

treatment of human-generated texts, especially for the 

ESL writers. Such metrics provide a better picture of the 

severity of the scoring patterns. Essentially, the devices 

tend to target ESL writing across the board, but scoring 

above 30% occurs with less frequency. While these 

metrics assist in quantifying the overall behavior of the 

digital tools, they do not test whether the observed 

differences across writing groups and detectors are 

statistically significant. As such, the need for statistical 

significance warrants the use of a Chi-square test of 

independence. This type of test can assess whether the 

apparent variation in the rates of FP occurs from 

systemic bias within the digital technology or if this is 

due to random chance. This shift from descriptive 

metrics to inferential statistical analysis strengthens the 

fairness audit.     

  This study ran a Chi-square test of 

independence from the performance metrics threshold 

of 30% from the observed totals in the recalibration for 

the four devices. Even at this threshold, the test revealed 

a significant relationship between the digital tools and 

the ESL false positives. The degree of freedom (df) was 

3, and the critical value was 7.81. The test result 

exceeded the critical value at 32.03 (p <.001), which 

indicates that the assigned FP scores for the ESL writing 

were not due to chance but rather the result of 

calibration bias within the detectors. Thus, these 

findings reject the null hypothesis and support the 

hypothesis that the threshold settings in AI-detectors 

can impact fairness outcomes for ESL writers.  

However, the chi-square test above only 

produced a statistically significant connection between 
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the ESL false positive rates and the four digital tools, but 

did not clarify which of these devices contributed most 

to the apparent bias. As Shan and Gerstenberger (2017) 

opined, a Post Hoc Chi-square comparison would be 

applicable here as a way to isolate where the significant 

differences lie between such devices [41]. Such a step is 

important to help identify if a specific detector may be 

impacting the overall effect by comparing the tools with 

each other. Such a comparison provides a more subtle 

look at the significant difference in bias patterns that 

would make these results more useful in system 

calibrations and for educators endeavoring to use the 

tools in a triangulated way. 

Table 7: Post Hoc Chi-square Comparison of the Four Devices for False Positives 

Compared Pair Chi-Square Deg. of Freedom P-value Significance 

Copyleaks v. Zero 1.35 1 p<0.245 None 

Copy v. Scribbr 6.91 1 P<0.009 Highly 

Copy v. Q-pre. 30.91 1 p<0.00001 Extremely 

Zero v. Scribbr 2.49 1 P<0.114 None 

Zero v. Q-pre. 18.23 1 p<0.0001 Highly 

Scribbr v. Q. pre. 9.52 1 p<0.002 Highly 

 

Table 7 provides results from the Post Hoc Chi-

square comparison. The point of this test was to isolate 

which of the technological tools may have skewed the 

disparity in FP for all of the devices. The table reveals 

that all of the free versions contrast significantly with Q-

Premium, indicating that these three devices were more 

prone to assigning false positives. Since there were only 

two categorical variables in each case, the degree of 

freedom (df) was 1, making the critical value 3.84 At this 

juncture, the comparison identifies that the bias is 

significantly concentrated in the free versions, which 

may inform educators about which of these tools (or a 

combination) they might adopt or avoid in the learning 

environment. .The most extreme comparison occurred 

between Copyleaks and Q-premium ( 𝑥2 =30.91, 

p<.00001), suggesting that, in this instance, the free 

version was essentially much more biased. However, 

since the comparative performances between 

Copyleaks and ZeroGPT, as well as Zero and Scribbr, 

show no significant difference, another test may be 

necessary to clarify the residual effects and help to see if 

more study is necessary at the algorithmic level.  

Sharpe (2015) recommended using a 

standardized residual test to further strengthen the Post 

Hoc comparison [42]. This additional test assesses how 

each of the devices' observed values may have deviated 

from the expected count under the null hypothesis. This 

type of test represents a micro-level diagnostic that can 

reveal which of the tools had the largest impact on the 

overall chi-square signal, thereby improving the 

fairness audit of such devices. Much like z-scores, 

standardized residuals measure the degree to which an 

observed count deviates from its expected count, scaled 

by the standard deviation (±2). The formula for such a 

calculation is Standard Residual = (Observed Cell minus 

Expected Cell) ÷ √ Expected Cell.  

Since Copyleaks appeared as the most isolated 

in the Post Hoc comparison, the data from this device 

will serve as an example to show how the calculations 

work and can actually be done by hand. Fig. 5 below 

illustrates the two essential steps: first, calculating the 

expected cell values, and second, calculating the residual 

score. As the figure shows, after calculating the expected 

values from the 30% threshold contingency table for FP, 

it is now possible to obtain the standardized residual by 

plugging the inputs into the formula. The results show 

that the standardized residual is +3.27, which exceeds 

the scaled standard deviation of ±2. This, in turn, 

indicates statistical over-prediction on the part of this 

tool. By running standardized residuals for all four of the 

devices, it is possible to confirm the extent to which this 

device was the main contributor in assigning FP.  

Scribbr ESL False Positives   

Step 1. Calculation of expected values   

 Cells Amount 

 Observed FP (O) 37 
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 Total ESL Texts 303 

 Total Devices 4 

303 x 4 =1212 Total ESL Prediction 1212 

(84 ÷ 1212) x 303=21 Expected FP (E) 21 

Step 2. Calculation of residual   

(36-21) ÷ √21 = (15) ÷ 4.58 = +3.27 Standardized Residual +3.27 

Fig 5: Illustrating the Calculation of the Copyleaks Device for Standard Residual 

Table 8 below displays the results from the 

calculation of the 2x4 standardized residuals (FP and 

TN) for the four devices. This dual-row examination 

offers educators and researchers several insights. First, 

this approach establishes the importance of how Chi-

square tests work and why full contingency tables are 

essential for interpreting bias in algorithmic systems. 

Second, the contrast in the results illuminates which of 

the devices contributes to potential bias. Third, since 

many teachers are concerned about the pedagogical 

risks associated with false negatives [7], such an 

approach illustrates the see-saw effect or inversion 

between FP and TN when considering such a tool. In this 

instance, the table clearly shows that while Copyleaks is 

more sensitive to FP (+3.27) when evaluating ESL 

writing, it is the least sensitive to TN (-0.39). The 

opposite is true for Q-premium, which may be setting 

their algorithms to be more sensitive to TN (+.5), while 

overcompensating for FP (-4.15). Of the four devices, 

Table 8 shows the free version of Scribbr to be the most 

balanced with respect to evaluating ESL writing.  

Table 8: Comparison of Standardized Residuals for the Four Devices (FP and TN) 

Detector Residual (FP) Residual  (TN) 

Copyleaks +3.27 -0.39 

Zero +1.45 -0.17 

Scribbr -0.17 +0.02 

Q-Premium -4.15 +0.5 

 

V. DISCUSSION 
In general, the findings suggest that while these tools 

perform quite well with actual AI-written outputs, their 

capability to classify human writing diverges 

significantly. The lack of variation in the scoring of the 

AI-generated writing establishes that such detectors are 

fairly effective in identifying synthetic content [43]. On 

the other hand, the significant variability in FP of the 

human writing raises concerns about consistency and 

reliability. The most striking result was the large 

number of misclassifications of ESL text at both the 

grounded truth level and the recalibrated 30% 

threshold. Free versions of Copyleaks and ZeroGPT 

flagged ESL writing at high rates. In total, this suggests 

that these tools may erroneously tag linguistic features 

common in ESL writing as AI-written. The results of the 

study reject the null hypothesis that the proportion of 

human-written texts misclassified as AI-generated is the 

same across all four detectors. 

The results clearly support the hypothesis that 

the proportion of ESL texts misclassified as AI-

generated is higher than other texts, while scores differ 

across all four detectors. To help test the hypothesis, the 

analysis represented a recalibration of the threshold 

aspect of these detectors which assist in identifying who 

is more impacted by such scanning tools. The threshold 

settings assign the outcome based on a scale between 

sensitivity and specificity (false positives and false 

negatives) based on the clarity of the algorithmic 

measures. Commercially available detection tools do not 

calibrate on grounded truth values, and they do not 

publish at what level they set thresholds. So, even with 

a fairness audit (ie, moving the threshold measure 

between 30-70%), users of such devices cannot assume 

that such tools reliably confirm that learners have used 

AI technology for assignments. Misinterpreting how 

these devices function risks reinforcing assumptions 

about ESL writing because this learning group may 

receive allotted FP scores (even at higher thresholds) 

due to linguistic features similar to AI-generated writing 

patterns, despite being originally written. 

In addition, the fact that there were so many 

lower scores at the grounded truth level compared to 
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the 30% threshold does not guarantee fairness. Any 

device that flags writing at a 17.2 mean score 

(Copyleaks) may still misclassify authentic ESL writing 

at higher threshold settings, particularly if the 

algorithmic canning amplifies the markers in the 

linguistic features. Without transparent threshold 

settings and clear validation of the features, users of 

such devices should interpret findings cautiously. These 

outcome statements represent only one possible signal 

that requires contextual review and are not definitive 

proof of misconduct [44].  

For educational institutes and educators, the 

results here suggest that they should resist the urge to 

treat scores from such thresholds as hard evidence 

rather than as one probabilistic signal. Instead, such 

scores should prompt those in education to engage 

more with student writing, including pre-and post-

diagnostics, revision history, assignment scaffolding, 

and continuous dialogue. As such, fairness in AI 

detection is not simply about accuracy but ensuring that 

educators are not penalizing ESL writing that reflects 

their linguistic background [18].  While further study is 

needed, the use of the standardized residual comparison 

suggests that problems are occurring at the algorithmic 

level as well. 

 

2 CONCLUSION 

In the educational and evaluative environment, teachers 

and administrators are increasingly dependent on AI 

detection tools to protect academic integrity. Such 

devices are being employed to verify the veracity of 

student assignments; however, the reliability of such 

tools varies depending on the thresholds and linguistic 

characteristics of the inputs. Fairness audits can assist 

in comprehending the issue at the thresholds, while 

accuracy audits would analyze the algorithms. A study 

of both would require more written space as a practical 

matter. 

As a fairness audit, this paper demonstrated 

that while detectors are effective at identifying fully AI-

generated texts, such tools show inconsistent and 

biased classification of authentic human writing, 

especially from ESL students. While the sample size 

could always be larger and more diverse, the amount of 

text here was sufficient in establishing significance in 

the findings, especially since the grounded truth value 

was very strong. As such, the significant number of false 

positive rates for the ESL writing, even after applying 

the performance metrics, suggests that such tools may 

confuse non-native linguistic writing patterns with AI 

features, which in turn can result in the misclassification 

of ESL writing.  

The findings highlight the importance of fair 

thresholds while refining detection algorithms to 

reduce potential bias. The point is that problems with 

such devices can occur at both levels of the scan. As such, 

Educators and institutions intending to use such devices 

must approach these tools with care to ensure that they 

are applied equitably. Future research should expand 

the scope of a study to analyze both thresholds and 

algorithms (specific features) while exploring 

mitigation strategies that promote responsible and fair 

use of such detection technology.  
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